
Theory of characters



Character of a representation

For a given representation 𝑇 of a dimension 𝑠 for all 𝑔 ∈ 𝐺:

𝜒(𝑔) =
𝑠∑︁
𝑖=1
𝑇𝑖𝑖 (𝑔)

Properties of characters:
1. Characters of equivalent representations are equal.

2. For IRs (𝜒 (𝛼) , 𝜒 (𝛽) ) = 𝛿𝛼𝛽,
where 𝑇 (𝛼) and 𝑇 (𝛽) are not equivalent for 𝛼 ≠ 𝛽.

3. If 𝑇 = 𝑇 (1) + · · · + 𝑇 (𝐽 ) =
∑

𝜈 𝑚𝜈𝑇
(𝜈) then

𝜒(𝑔) = ∑
𝜈 𝑚𝜈𝜒

(𝜈) (𝑔).

4. The numbers 𝑚𝜈 = (𝜒, 𝜒 (𝜈) ) determine 𝑇 up to equivalence.



5. Irreducibility criterion: 𝑇 is a IR ⇔ (𝜒, 𝜒) = 1.

Proof: (𝜒, 𝜒) =
(∑

𝜈 𝑚𝜈′ 𝜒
(𝜈′ ) ,

∑
𝜈 𝑚𝜈𝜒

(𝜈)
)
=
∑

𝜈 𝑚
2
𝜈 .

6. For conjugate elements: 𝜒(𝑔) = 𝜒(𝑥𝑔𝑥−1).
Proof: 𝜒(𝑔) = ∑

𝑖 𝑇𝑖𝑖 (𝑥𝑔𝑥−1) = ∑
𝑖, 𝑗 ,𝑘 𝑇𝑖 𝑗 (𝑥)𝑇𝑗𝑘 (𝑔)𝑇𝑘𝑖 (𝑥−1) =

=
∑

𝑗 ,𝑘 𝛿 𝑗𝑘𝑇𝑗𝑘 (𝑔) =
∑

𝑗 𝑇𝑗 𝑗 (𝑔) = 𝜒(𝑔).
I.e., characters of the elements of the same class are equal.

7. According the property (6), we can write characters as functions
of classes, i.e., if 𝑔 ∈ 𝐾𝑔, then we can write instead

𝜒 = 𝜒(𝐾𝑔).

Characters of all IRs comprise a complete set of functions
defined on the classes of conjugate elements. This follows from
the completeness and orthogonality of matrix elements of IRs.



The number of lin. independent functions on a set of 𝑞 classes is 𝑞;
consider, e.g., 𝑓 (𝐾𝑔) = 𝛿𝑔,𝑔′ , 𝑔′ = 1, 2, . . . , 𝑞.
The number of non-equivalent IRs is equal to the number of classes.

If 𝜌𝑔 is the number of elements in the class 𝐾𝑔, then

𝑞∑︁
𝜈=1

𝜒 (𝜈) (𝐾𝑔)𝜒 (𝜈) ∗(𝐾𝑔′) =
1
𝜌𝑔
𝛿𝑔𝑔′

(orthogonality relation for characters).



Product of representation

If 𝑇1, 𝑇2, and 𝑇3 are representations of the same group and
𝜒 (3) (𝑔) = 𝜒 (1) (𝑔)𝜒 (2) (𝑔), then 𝑇3 is called a product of 𝑇1 and 𝑇2,

𝑇3 = 𝑇1 × 𝑇2 = 𝑇2 × 𝑇1.

A product can be constructed for any two representations.
Let 𝑇𝑗 be defined in L 𝑗 , dimL 𝑗 = 𝑠 𝑗 , 𝑗 = 1, 2.
For basis vectors:

𝑇𝑗 (𝑔)𝑒 ( 𝑗 )𝑘
=

𝑠 𝑗∑︁
𝑖=1

𝑒
( 𝑗 )
𝑖
𝑇
( 𝑗 )
𝑖𝑘

(𝑔), 𝑗 = 1, 2.

Let us define L as a linear space of dimL = 𝑠1𝑠2 and the basis
𝑒
(1)
𝑖
𝑒
(2)
𝑘
, 𝑖 = 1, 2, . . . 𝑠1, 𝑘 = 1, 2, . . . 𝑠2.



We define a linear operator 𝑇 (𝑔) via its action on the basis vectors:

𝑇 (𝑔)𝑒 (1)
𝑖
𝑒
(2)
𝑘

=

𝑠1∑︁
𝑖′=1

𝑠2∑︁
𝑘′=1

𝑒
(1)
𝑖′ 𝑇

(1)
𝑖′𝑖 (𝑔)𝑒 (2)

𝑘′ 𝑇
(2)
𝑘′𝑘 (𝑔).

Obviously, operator 𝑇 (𝑔)
1. Yield a representation, since

𝑇 (𝑔1𝑔2) = 𝑇 (𝑔1)𝑇 (𝑔2)

2. That satisfies the definition of product 𝑇 = 𝑇1 × 𝑇2:

𝜒(𝑔) = 𝜒 (1) (𝑔)𝜒 (2) (𝑔)



Consider a space A of linear operators that L1 ↦→ L2.
dimA = 𝑠1𝑠2.
We define a linear operator 𝑇 (𝑔) such that

∀𝐴̂ ∈ A : 𝑇 (𝑔) 𝐴̂ = 𝑇2(𝑔) 𝐴̂𝑇1(𝑔−1).

It is easy to prove that operators 𝑇 (𝑔) yield a representation and

𝜒(𝑔) = 𝜒 (2) (𝑔)𝜒 (1) (𝑔−1)

If we choose the unit representation as 𝑇2, then 𝜒(𝑔) = 𝜒 (1) (𝑔−1).
For every representation 𝑇 , a conjugate representation 𝑇 exists, such
that

𝜒̃(𝑔) = 𝜒(𝑔−1)

dim𝑇 = dim𝑇

If 𝜏 is an IR, then 𝜏 is also an IR.



Theorem

If 𝜏1 and 𝜏2 are two IRs, then
𝜏1 × 𝜏2 contains the unit representation ⇔ 𝜏1 ∼ 𝜏2.

Proof: using the Shur lemma.

𝜏 × 𝜏 contains the unit representation one and only time.

For 𝑇 and 𝑇 : 𝑇𝑖𝑘 (𝑔) = 𝑇𝑘𝑖 (𝑔−1).


